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Computations vs hosting/publishing
Traditional HPC
GPU clusters
Sensitive vs non-sensitive data
NAISS (SNIC)
Data support: SND, InfraVis
Many universities provide own compute 
resources
Apply at SUPR or European Prace 
portals
https://data.scilifelab.se/resources/e-infrastruct
ure/

Compute resources



Check with your host university
NAISS, Swestore, Swedish Science Cloud
SciLifeLab FAIR Storage

Projects that advance Swedish data-driven life science
Yearly calls, open now
https://data.scilifelab.se/services/fairstorage/

SciLifeLab Data Platform
European Open Science Cloud
SND, Swedish National Data Service
Other storage options, see https://data.scilifelab.se/resources/storage/

Storage



SciLifeLab Serve

SciLifeLab Data Platform - general hosting

Long-term sustainability

Hosting of applications and tools



Need for apps as supplement to articles



Hosting of apps and trained ML models for 
scientists

Aim to be quick and easy; self-service

FAIR principles

Own subdomain name: 
my-project.serve.scilifelab.se

Available free of charge to all life science 
researchers affiliated with a Swedish 
research institution

SciLifeLab Serve



SciLifeLab Serve

● In beta testing, open to all users
● Constantly changing and improving based on user feedback
● Stable service

● Primary focus: platform for deployment of ML models and data science apps
● Secondary use: browser-based notebooks, including for use in teaching



Public apps, tools and ML models relating 
to life science

Currently 80 public apps

Available for everyone to use

Source code of public apps

Public apps and ML models in Serve



Small courses, 20-30 students

Participants can use JupyterLab notebooks or RStudio to 
work on tasks

Teacher and students do not need to worry about setup and 
resources 

Easy setup through teacher-provided code repository or 
docker image

Application form

Teaching using Serve



“Simple” apps (e.g. no database or complex requirements)
Public code, published docker image
Default resources

• 2 vCPU, 4 GB RAM per user app
• 1 GB storage per user project
• Can request more resources

No sensitive user data
Intent is for all apps and models to be made public
Pre-trained ML models
Currently no new ML models - reworking model hosting function 

Serve : limitations and requirements for hosting apps



Additional app types through the Custom app type, e.g. Flask, Streamlit etc

App types in Serve



To use Serve:

1. Build docker image and push it to a public 
registry

2. Create user account on Serve
3. Create a Serve project
4. Create the app

Refer to the user guide

https://serve.scilifelab.se/docs/

Dedicated team offers consultations, support 
and training

Using Serve for hosting apps



• Better ML model serving
• GPU resources
• FAIR: metadata, model cards, DOI

Link to Serve:  https://serve.scilifelab.se

Serve : coming soon



More flexible than Serve

More complex apps, such as requiring a 
database

If requires more compute and storage than Serve 
provides

Free to use; requirements: open source code, 
security limitations, etc.

Not accepting new applications at this time, but 
will in the future. In case of questions, contact us.
https://data.scilifelab.se/services/hosting/

General hosting - SciLifeLab Data Platform



Serve support:

serve@scilifelab.se

Other questions:

datacentre@scilifelab.se

THANK YOU

FAIR Storage

FAIRStorage@scilifelab.se
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